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ABSTRACT
SHL Recognition Challenge provides phone sensor data for recog-
nizing eight modes of locomotion and transportation(activities).
Most motion sensor data is user-dependent, so the model’s gener-
alization ability requires various data at the user level. The SHL
dataset is collected only by three users, and category imbalance and
distribution gap between training data and testing data can be sig-
nificant obstacles for this challenge. In comparison to exploring the
large and deep model structure, some model-free tricks play a more
critical role in the previous challenges, such as transfer learning,
re-sampling and anti-overfit trick. SHL challenge also notices that
problem and provides user-independent sensor data in 2021. This
paper analyses the data and finds out that category imbalance and
distribution inconsistency are still the obstacles. This paper focuses
on evaluating different methods to improve the general predicting
ability at the setting of category imbalance and training-testing
distribution inconsistency. Besides, this paper puts forward a new
ensemble framework called triple-O, using OvO binarization and
one-class classification. The results show that the OvO binariza-
tion ensemble gets better results on the hard-to-distinguish class
than re-sampling and re-weighting. One-class classification can be
an anomaly detection to re-weight the meta learners to tackle the
distribution gap. Triple-O can be plug-and-play and pave the way
for exploring complex model structures. This paper introduces the
solutions from the team GoodGoodDriveDayDayUp.

CCS CONCEPTS
• Computing methodologies→ Bagging.
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1 INTRODUCTION
SHL(short for Sussex-Huawei Locomotion) Recognition Challenge
provides a phone sensor dataset for recognizing eight modes of
locomotion and transportation activities, attracting worldwide re-
searchers since 2018[16, 17, 20]. Activities Locomotion can be re-
garded as a multi-class sequence labelling task whose target is a
multi-class predicting label vector given a variable-length sequence.
There are two mainstream solutions; one is processing features
with sliding window and applying machine learning classifier. The
other uses deep sequence labelling models like RNN, LSTM and
Transformer to give predictions one by one. The former depends
on feature engineering, and the latter extracts the feature automat-
ically but sometimes fails to capture the long-distance dependency,
which may be necessary for recognizing track transportation. For
the most time, the deep learning models have better performance.

A survey on the overview paper of the SHL Recognition Chal-
lenge 2018, 2019 and 2020 gives several notable and confusing
conclusions exceeding the expectations.

• There is no apparent advantage of the deep and heavy model
compared to some naive but robust machine learning meth-
ods.

• With re-sampling or other data imbalance methods, models
still give the worst prediction for the minor category.

• Overfitting is common; most feeling-goodmodels get a lower
ranking. The explicitly underfit model won first place.

• Traning only on the training dataset makes many partici-
pants doubt life. Finetuning on the validation dataset works.

Suddenly turn back to the dataset, where the principal contra-
diction lay, and find out category imbalance and distribution gap
between the training and validate dataset. The whole dataset is col-
lected by only three voluteers. The dataset is divided into training,
validation and testing as the following.

• Training data is collected by User A in 59 days.
• Validation data is collected by User B and User C in 4 days.

401

https://orcid.org/1234-5678-9012
https://doi.org/10.1145/3460418.3479375
https://doi.org/10.1145/3460418.3479375


UbiComp-ISWC ’21 Adjunct, September 21–26, 2021, Virtual, USA Su and Zhang.

• Testing data is collected by User B and User C in 39 days.

Figure 1: Distribution insistency and two problems intro-
duced by multi-class softmax function
Notes: Multi-modality and user-dependent difference make
softmax loss work worse for multi-class data imbalance.
Subfigure (a) and (b) are venn diagrams for distribution con-
sistency in user-level and category-level. Subfigure (c) and
(d) are venn diagrams for OvR imbalance and average effect
causing low intra-class separability from softmax loss.

The distribution inconsistency in user-level and category-level
arise a domain adaptation problem for challenge participants. The
concept map is shown in fig.1. Different user has different phone-
using manners at the same activity. Furthermore, different locomo-
tion and transportation activities depend on the real-world trans-
portation conditions and user commuting habits, which indicates
that the category ratio of one user may vary during weekdays and
weekends. Multi-modal distribution in different levels makes recog-
nition challenging. Facing the same problem, face recognition use
centre loss and marge loss to realize domain adaptation. Lack of
user category labels, it is hard to apply centre loss for intra-class
compactness directly. However, inter-class separability can be in-
tegrated for the activities recognition task. This paper is aimed to
alleviate the above problems drawing lessons from the research of
face recognition[10, 11, 15, 21].

pk =
exp(zk )∑K
i=1 exp(zi )

(1)

The softmax function, shown in 1, should be to blame for both
low inter-class separability and minor-class neglecting at the set-
ting of multi-class classification[6]. Indeed, A flow of researches
modifying the softmax to improve face recognition. The softmax
gives relatively bad predictions on the minority class, causing a
low macro-F1, one of the most important metrics. Most time, we
view softmax as a multi-class extension of the logistic for binary
classification. [8, 9, 12] all shows that softmax treats all class la-
bels equally and poses a competition between true and other class
labels. That property causes two problems. One is the so-called

data imbalance problem. Softmax loss makes the model sensitive
to the category prior ratio, which causes minor classes to rarely
get a big probability prediction as the category number becomes
large. The other is the multi-modality neglect problem; from the
perspective of ensemble learning, the softmax can be regarded as
the OvR(one v.s. rest) approach, where the multi-modality of the
rest may be harmful to model performance. The negative class of
the OvR approach consists of all the remaining non-target classes.
Softmax treats all non-target class that shares non-trivial similarity
with the target class, contributing to the so-called average effect.
The average effect of multi-modality leads to low intra-class separa-
bility. Looking at the confusion matrix of previous SHL Challenge
results, similar activities sharing non-trivial similarities are hard to
distinguish, such as car and bus.

Splitting the multi-class classification task into several OvO(one
v.s. one) binary-class classification gives a solution to low intra-class
separability. Indeed, [3] has done the experiments on the relatively
simple task for this proposal. The results show OvO methods did
outperform the OvR methods, especially for the imbalanced situa-
tion. From the perspective of curriculum learning, binarization can
also fasten model learning procedures given the same optimizer.
Nowadays, more classification models are modified for sequence la-
belling, claiming a better result than classical state transfer models,
such as Hidden Markov Model. Since, in most cases, the state space
is discretization, they are all sequence multi-class classification. It
will be a new perspective to discuss the imbalance of the states.

Figure 2: Pipeline of Triple-O ensemble for SHLRecognition
Challenge
Notes: Eight-class classification are divided into 28 binary
classification. For each binary learner, corresponding one-
class classifier(sometimes viewed as the outlier detector) is
trained to serve as confidence weight for soft voting.

This paper put forward a ensemble framework, called Triple-
O, designed to tackle with multi-class imbalance and distribution
inconsistency in the SHL Recognition Challenge. The pipeline flow-
chart is shown in fig. 2. Triple-O applies the OvO method to tackle
the multi-class imbalance problem caused by the softmax method.
Experiments show its efficiency compared to other data imbalance
solutions, like re-sampling and re-weighting. What is more, another
challenge of this dataset is the training and testing distribution in-
consistency. To tackle this problem, we use a one-class classification

402



Triple-O for SHL Recognition Challenge UbiComp-ISWC ’21 Adjunct, September 21–26, 2021, Virtual, USA

method[1, 14] to detect the outlier from the training distribution.
The predicting confidence can be used as the weight of meta-learner
for soft voting. This ensemble uses the cascade framework, which
is creative and needs to be further researched. The OvO ensemble
plus One-class classification weighting pipeline is named Triple-O.
Triple-O can be plug-and-play and pave the way for exploring com-
plex model structures. To our best knowledge, this method has not
been further explored. The most relevant work we can find is [2].

2 DATASET
2.1 Description
The SHL Challenge has been held every year since 2018. The goal
for 2021 is to recognize eight modes of locomotion and transporta-
tion(activities) in a user-independent manner based on radio data,
including GPS reception, GPS location, WiFi reception and GSM
cell tower scans. The raw radio data contains a list of different
signals data. The number of the signals are uncertain, but it may
be the same in the same area, such as WiFi or GSM data. Location
data is processed from GPS data. The data are collected in about 1
Hz frequency. The descriptive information and signal subtypes are
described in the table 1.

2.2 Preprocessing for classification
To deeply evaluate the multi-class data imbalance, other data prop-
erty, which may influence the model performance, requires adjust-
ment. The processing procedure is shown at the tab.2. The raw
data need to be alignment by the timestamp. Since the frequency
of all data is close to 1 Hz, we drop to save the integral part of the
timestamp and group the data by timestamp. This procedure may
drop a few rows of highly missing data. Location is derivated twice
to get the speed and the acceleration. The one-hot representation
is used to encode each GPS satellite signal. We use PCA(principal
component analysis) to get the top fifty valuable components to
reduce the dimension. On the other hand, a list of WiFi and GSM
Cells signals on each timestamp is aggregated by the mean, max,
min, std operation. Missing information sometimes will indicate the
low signal environment, which can help the model recognize some
transportation vehicles. A bool variable is built for each column.
The 2 minutes length window centred on the target timestamp is
used to calculate the quantile information. Using quantile statistics
of the window data avoid overfitting and postprocessing, for the
quantile information will not change a lot in a short time.

3 APPROACHES
This paper tries to apply binarization strategy on the typical se-
quence multi-class classification task, activity recognition task. SHL
Recognition Challenge[4, 19] provides an open dataset with com-
plete mobile sensor data, which is a close-to-life case. Besides the
imbalanced multi-class classification, Another challenge of this
dataset is the training and testing distribution inconsistency.

The background of this work is directly using softmax-based
multi-class classifier make models bad at general predicting ability,
especially on the imbalanced(minority) class.

3.1 Why do models with softmax loss degrade
at the setting of multi-class imbalance

Multi-class classification is deeply associated with Binary-class
Classification but is more challenging[7]. The problem caused by
data imbalance exists nearly everywhere. Contract to binary-class
classification, data imbalance becomes more complex. For most
learners, multi-class prediction is a combination of OvR(one v.s. rest)
[22] predicting score. The probability for each class is produced by
the softmax method, which can be taken as the soft voting machine.
The relative score determines the final decision of the machine. For
the most time, the absolute value of the softmax probability tends
to be close to 0 or 1.

Why the more classes there are, the worse prediction for the
minority. OvR predicting score and softmax method should blame.
The more classes there are, the more extreme for an OvR learner
to predict. With expositional function, the predicting probability
for minority class may be close to 0. So sharpening or darkening
operation will be applied before the softmax procedure to make
the absolute value of probability more reasonable. However, the
hyperparameter of sharpening or darkening is hard to set.

It is hard to modify the predicting score. So the specific solutions
are to improve the influence of the minority during the training
procedure. Re-sampling and Re-weighting have a similar effect
on the training loss. But unlike binary-class classification, multi-
class classification unavoidably gives an imbalanced input for OvR
training.

The flowchart of 3 shows common approaches and our approach.
Directly training a softmax-based model on the raw data prefer to
split the smaller decision space, which means the model will give a
more negligible probability for the minority class. Re-Sampling(or
over-Sampling) and re-weighting finally enlarge the decision space,
making the prediction on the minority class more reliable. With the
number of multi-class increase, the decision space for each class is
more petite. The hyperplane of the multi-class will be more compli-
cated and then cause the generalized ability constrained. Dividing
the multi-class problem into several binary problems can make
the hyperplane between two classes simpler and more robust. The
shortcut is its generalization may cause false-positive cases since
it only uses partial data of the whole multi-class dataset at once.
Using One-class Classification to find a suitable boundary for con-
trolling the generalization ability is an excellent idea for weighting
the meta-learner confidence. Binarization plus One-class classifi-
cation may be an interesting pipeline for multi-class classification
problems.

3.2 Common solutions for data imbalance
The learning phase and the subsequent prediction of machine learn-
ing algorithms can be affected by the imbalanced data set problem.
The balancing issue corresponds to the difference in the number
of samples in the different classes. One of the easiest ways to fix
it is to re-sampling. SMOTE (Synthetic Minority Over-sampling
Technique)[5] is the most common method to improving the num-
ber of the minority class. The repeated sample indirectly make the
loss on the minority larger. So another more direct and comput-
ing less way is to give minority loss part a large weight[13]. This
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Figure 3: Contrast analysis of common re-balance methods and our solution
Notes: Our method is designed for multi-class imbalance and distribution inconsistency.

size columns signal subtypes
Location 911109 Accuracy, Latitude, Longitude, Altitude None
GPS 1322749 A list of satellite signals, each containing SNR, Azimuth, Elevation About 200 different satellites
WiFi 1459351 A list of WiFi signals, each containing Frequency, Capabilities None
GSM Cells 1324881 A list of towel signals, each containing signal strength and level LTE, WCDMA and GSM

Table 1: The description of the initial training data.
Notes: Different sources of sensor data all are attached with the timestamps. The size means the counting of the timestamps.

Process Period Locotion GPS Cell Wifi Details
Alignment Yes Yes Yes Yes Align and bind based on label’s timestamp
Missing Filling Yes Yes Yes Yes Using mean value to fill the NaN and None
Manual Feature Yes No No No Calculate 1-order and 2-order difference
PCA selecting Yes Yes No No Apply PCA on one-hot encoding and select top-50
Variate-length No No Yes Yes Use mean, standard variance and quantile to get Invariate-length feature
Sliding Window Yes Yes Yes Yes Use 2-minute window to calculate the percentile feature for each timestamp as centre
Normalization Yes Yes Yes Yes Use Z-score to normalize the feature for model input

Table 2: The data processing procedure form.

method, called re-weighting, can achieve the same result when the
loss function is log-based, such as log-likelihood or cross-entropy.

F1(%) 1 2 3 4 5 6 7 8 Mean
Train-Te 96.3 92.5 91.1 97.1 91.2 91.1 92.5 95.0 93.3
Valid-Fu 58.7 61.2 0.0 52.9 60.6 15.0 54.1 71.9 46.8

Table 3: The result of random forest trained only on the
training-training part.
Notes: Train-Te is short for Training-Testing. Valid-Fu rep-
resents Validation-Full.

3.3 Binarization: OvO ensemble
Indeed a model trained on the imbalanced data can get a nice
evaluation result with micro-F1. Macro-F1 is designed for a bal-
anced prediction for each class. Model Ensemble and predicting

Activity Still-1 Walking=2 Run=3 Bike=4
Train 122301 122766 42276 117401
Valid 29836 26149 2772 12031
Activity Car=5 Bus=6 Train=7 Subway=8
Train 158695 141643 156260 119183
Valid 20473 9178 21808 21709

Table 4: Frequency of different activities in the train and val-
idation dataset
Notes: Valid is short for validation.

by weighted voting seem to be another re-weighting method for
improving the minority class. There are two binarization meth-
ods: OvR(one v.s. rest) and OvO(one v.s. one). The softmax-based
method is a special OvR ensemble where all meta-learners share
the same encoder structure and model parameters. That is to say,
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F1(%) Valid Test 1 2 3 4 5 6 7 8 Mean
RF(direct) 93.5 91.8 67.4 89.4 87.3 71.2 92.7 91.7 85.6
RF(Re-Sample) 90.5 87.4 74.3 89.4 87.9 75.6 92.3 91.5 86.1
RF(Re-Weight) 89.2 88.4 73.9 90.1 86.8 77.2 91.8 92.3 86.2
RF(OvO) 97.6 92.8 84.7 99.9 94.1 85.2 99.3 98.3 94.0
RF(Tirple-O) 87.6 88.8 81.7 92.3 90.2 88.2 85.3 87.3 87.6
RF(OvO+Train) 96.4 91.5 80.3 99.9 92.7 81.1 98.3 97.4 92.2

Table 5: Evaluation on different learning strategies on validation dataset
Notes: RF is short for random forest.

1 2 3 4 5 6 7 8
1 4114 88 0 6 0 0 56 0
2 29 4572 0 0 21 0 28 0
3 0 100 204 0 0 0 0 0
4 0 0 0 2082 0 0 0 0
5 92 30 0 0 3516 266 0 145
6 38 486 0 0 0 1784 40 0
7 0 0 0 0 0 0 3487 0
8 0 70 0 0 0 0 0 3999

Table 6: Random forest(OvO+Train) confusion matrix on Validation-Testing(column: predict, row: true)

the OvR ensemble will still suffer the same imbalance problem as
multi-class classification. So simplifying the multi-class imbalance
problem by OvO agrees with the theory of curriculum learning:
"divide and conquer" or "easy first then complex". For each meta-
learner, binary-class classification is easier to learn and solve the
severity of the imbalance.

3.4 One-class classification
Furthermore, the risk of OvO ensemble lays out explicitly. Meta-
learner works well when the actual label is in one of the binary-
class. However, the prediction will be a nuisance if the actual label
is neither one. Give the learner a confidence level help the OvO
ensemble give a believable prediction. Judging the data is one of
the binary-class or not is a One-class classification problem, which
sometimes is similar to anomaly detection or outlier detection. The
easiest method is to find the smallest hypersphere with all the
binary-class data contained in it.

4 EXPERIMENTS & RESULTS
We focus on the imbalance problem and distribution gap; choose a
robust baseline will give more reliable results instead of choosing an
RNN-based encoder to tackle the sequence labelling iteratively. We
use quantile information of the window data—we split each entire
sequence into 20% testing part and 80% training part. Combine the
partial sequences together to train a Random Forest model.

4.1 Evaluating model
We choose the Random Forest with 100 trees and 20 as the max
depth for the multi-class classification. And 30 trees and depth up
to 10 is tested to be the OvO ensemble to avoid the overfit. The
node splitting method is the Gini coefficient. For the OvO ensemble,
we choose OneVsOneClassifier from package sklearn. It constructs

one classifier per pair of classes. At prediction time, the class which
received the most votes is selected. In the event of a tie (among
two classes with an equal number of votes), it selects the class
with the highest aggregate classification confidence by summing
over the pair-wise classification confidence levels computed by the
underlying binary classifiers.

4.2 Device and time cost
This work focus on the ensemble pipeline framework to tacklemulti-
class imbalance. Our meta-learner, random forest, is not heavy-
parameter. Most experiments are executed on a 8 core CPU, 16G
Memory server. The final ensemble checkpoint takes up 142MB of
space. Since it can be easily converted into a plug-and-play wrapper,
meta-learner can be replaced by other deep learning models. The
one-class classifier nearly takes no space. So the final checkpoint is
believed to take 28 times larger space than the meta-learner. As for
the Triple-O ensemble of the random forest, it takes 5 minutes to
train and within 1 minute to evaluate the testing dataset.

4.3 Training on initial training dataset
The problem of distribution gap between training and testing has
been mentioned in the previous challenge[17]. The main cause is
the different patterns of the data collectors. The training dataset is
all collected by person A, while the validation dataset and testing
dataset are collected by B and C. The first thing we do is measure
the gap. We split the training dataset into 80% training-training
part and 20% training-test part and train the Random Forest model
only on the training-training part. To measure the gap, we contrast
the prediction of the training-testing part and the validation-full
dataset. The results are shown in the table 3. The gap is large and
Running, and Bus prediction has an awful result on the validation
dataset. To dig out the specific reason, we counting the activity
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labels for the different datasets shown in the table 4. It is no surprise
that the Run and the Bus are relatively smaller in the validation
dataset. The further question is whether the B and C activities
have the learnable pattern, which can be different from the A’s. For
predicting the B and C activities, directly learn the pattern from
the validation is reasonable.

4.4 Training on rebuild training dataset
We split the validation dataset into 80% validation-training part
and 20% validation-testing part and directly train the model on the
validation-training and evaluated it on the validation-testing part.
At this time, we focus on solving the data imbalance problem for the
multi-class classification problem. The results of applying different
learning strategies on the meta-learner are shown in the table 5.
Directly training on the validation-training part still performed
relatively worse in the prediction of Run and Bus. We are applying
the re-sampling and re-weighting methods by package imlearn,
an improvement on the Run and Bus. The F1 for other activities
also drops, which is reasonable that the previous give a fairly good
prediction for themajority. Themean of all activities F1 score(equals
to macro-F1) do improve in a small amount. Using the binarization
ensemble will enhance the total parameters; the final results appear
to be overfitting. By looking up the training evaluation, 96.2 of
macro-F1 indicates the overfitting is not severe.

To apply the most straightforward One-class Classification, we
calculate the centre of binary data collections. Furthermore, select
90% quantile of the distance between data and centre as the radius
r of the sphere. The above OvO voting procedure is to calculate
the sum of probability of each binary meta-learner. We estimate
28 spheres(decision boundary for our one-class classifier) for the
28 meta-learner of the OvO ensemble and use the following confi-
dence equation(shown in 2) to get a weighted probability for final
prediction. The results show that every type of activity becomes
worse and worse. It is hard to claim the failure of One-class clas-
sification for limited data and lack of hyperparameter tuning. If
the radius is too small, one-class classification will limit the model
generalization ability. On the other hand, whether the sphere is a
suitable boundary for data has not been explored.

conf idence = exp
−

(d−r )2

r 2
)
,d > r (2)

Finally, add the training-training dataset for the OvO ensemble
pretraining to make the model more robust. The score drops a
little. The confusion matrix of this OvO ensemble evaluated on the
validation-testing is shown in the table 6.

5 CONCLUSION & DISSCUSSION
For SHL Recognition Challenge, the binarization strategy works on
the setting of distribution inconsistency and class imbalance. The
OvO ensemble method explicitly outperforms in contrast to the
re-sampling and re-weight methods. To further tackle distribution
inconsistency, we try the One-class classification to re-weight the
contribution of each meta-learner to the final prediction. It is cre-
ative and needs to be further researched. The recognition result for
the testing dataset will be presented in the summary paper of the
challenge[18].
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