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Abstract—People connect to each other over conventional online social networks (OSNs) based on many parameters (common interests, experiences, locations), while the anonymous social networks (ASNs) recommend candidate friends to a user mainly by the location proximity at a coarse-granularity. In this paper, we formulate a fine-grained trajectory-matching prediction problem for friend recommendation in ASNs—what is the likelihood for two users to encounter with each other in the future based on their historical trajectory data? We define the serendipity of two trajectories in both spatial and temporal domains to quantify the similarity between two users’ trajectories, and propose an algorithm that recommends candidate friends to a user by determining the similarity of their trajectories. Experiments show that our proposed algorithm can predict the encounter of users quite accurately and it outperforms the conventional algorithms in terms of the precision and consumed time.

I. INTRODUCTION

Online social relation is the key of online social networks (OSNs). People connect to each other as friends in conventional OSNs based on many parameters, including their common interests, shared experiences, location proximity, or their social relationship (families, colleagues) in the real world [1], [2]. Specifically, the OSNs suggest candidate friends to a user by looking at the common keywords in their profiles, e.g., whether they have the same college, work experience, common friends [1], or whether they have visited similar Pols (points of interests) or similar locations [3].

Anonymous social networking (ASN) apps on smartphones become popular in recent years as it facilitates the offline connection (e.g., dating) among people who are strangers but located close to each other—location proximity is the main factor when considering the friend recommendation in ASNs. ASN apps borrow the location based services (LBS) for OSNs that only capture the coarse-grained locations of a user: (1) the iOS or Android platforms may shut down a service if it is detected to continuously monitor the user’s location information; (2) many OSN services require a user to explicitly “check-in” at certain Pols to showcase their locations (Facebook check-in, or adding location to a new tweet) [4], which fails to continuously follow one’s mobile trajectory.

To facilitate tracking one’s fine-grained trajectory, iOS has released a unified solution of providing the location information to the app developers: it acts as a blackbox that outputs the phone’s location by employing a hybrid localization approach based on GPS, WiFi, cellular signals, etc; a new location record will be captured whenever the phone moves [5]. This systematic support on iOS devices greatly relieves the efforts of app developers for building their own localization techniques with high precision requirements.

Owing to the iOS support, many apps started adding anonymous social networking function (building the location-based friend recommendation system) for promoting the number of daily active users (DAU). For example, ASN apps (e.g., Tinder [6]) can leverage the users’ location information to introduce two people that have similar trajectories to start a conversation directly. This leads to an interesting yet challenging problem: is that possible for two users with similar trajectories to encounter in the future?

In this paper, we formulate the preceding problem as a fine-grained trajectory-matching prediction problem for friend recommendation in ASNs—what is the likelihood for two users to encounter with each other in the future based on their historical trajectory data? By converting a trajectory to a series of discrete geographical location points, we define the serendipity of two trajectories in temporal and spatial domains to quantify the similarity between two users’ mobility patterns, and formulate a serendipity maximization problem that seeks to maximize the expected serendipity value between a user and others that may have a similar trajectory.

We then present an algorithm to solve the problem: we first calculate the ESI (expectation of serendipity index) for determining the similarity of location points in two trajectories by simultaneously considering temporal and spatial domains; then by using time-slicing technique, we propose the TS-ESI (time-sliced ESI) algorithm that recommends the candidate friends to a given user by looking at their time-domain similarity first and then at the space-domain. We collect the real-world user trajectories from a social sports app “Ledongli” in China (Ledongli is the best iOS app 2013 on App Store in China)¹, and the dataset involves 3,000 active users for a six-day time period in July 2016. Experimental results show that our TS-ESI algorithm can predict the probability that two users with similar historical trajectories may encounter

¹Social Sports apps seek to quantify people’s health by capturing users’ motion data, provide them feedbacks on their sports and health conditions, and help users with similar behavior patterns to create offline activities, like running, yoga for weight loss. http://www.ledongli.cn/
with each other, and performs better than existing approaches. By solving this problem, we can design a trajectory-matching based recommendation strategy for ASNs.

The rest of this paper is organized as follows: We briefly review the related work in Section II. We formulate the friend recommendation problem in ASNs as a serendipity maximization problem in Section III, and we propose the algorithm that calculates the TS-ESI for addressing the formulated problem in Section IV. We evaluate the performance by comparing it with existing approaches in Section V. Finally, we conclude our work in Section VI and give our acknowledgement in Section VII.

II. RELATED WORK

A. Friend Recommendation in OSNs

Friend recommendation is one of the most popular research topic in conventional OSNs. Various strategies have been proposed to recommend candidate friends for a user based on the knowledge implied in the network structure. Typically, there have been four categories of strategies:

- **Graph-based** strategies are based on the analysis of the network graph formed by the user’s friends and friends-of-friends (FoF) relationships [7];
- **Context-based** strategies are determined by users’ physical or social context [8];
- **Location-based** strategies recommend friends that attach to similar Points of Interest (PoIs) or locations [9];
- **Semantic-based** strategies are appeared in recent years, which collect data from multiple sensors and resources, and then infer the group of candidate friends that have similar behaviors in their daily life (visited locations, text messaging behaviors, etc)[10].

B. Friend Recommendation in ASNs

In ASNs, the concepts of identifiable identities and strong social ties among users are missing. Many ASN apps such as Whisper simply do the recommendations by a random-choosing strategy, in which case users tend to interact with strangers instead of anyone that may share common interests, leading to weak social ties and challenges in the potential of engagement [11]. Other ASN apps such as Tinder recommend nearby persons who have the same friends in Facebook to users, which partly relies on conventional OSNs[6]. In contrary to these methods, we seek to design a trajectory-matching based recommendation strategy for ASNs.

C. Trajectory Similarity

There are many approaches for measuring the similarity between two trajectories. Yi et al. propose the Dynamic Time Wrapping (DTW) method which reflects the distance between two time-sequences by DTW distance [12], Vlachos et al. develop the concept of Longest Common Subsequence (LCSS) scores between two trajectories [13]. Later, Chen et al. adopt the Edit Distance on Real Sequence (EDR) which is more concise than LCSS while keeping similar performance [14].

However, all these methods fail to consider the time-domain similarity for two trajectories. In our trajectory-matching based recommendation, we predict the likelihood that two users will encounter in the future based on their historical data of past trajectories. That is, our methods evaluate the similarity between trajectories both on spatial and temporal dimensions.

III. PROBLEM FORMULATION

Let $\mathcal{A} = (\mathcal{U}, \mathcal{D}, \mathcal{G})$ represents an ASN, where $\mathcal{U}$ represents the user set of size $n$, i.e. $\mathcal{U} = \{u_1\}_{i=1}^n$; $\mathcal{D}$ denotes the set of $m$ days being recorded, i.e. $\mathcal{D} = \{d_j\}_{j=1}^m$; and $\mathcal{G}$ represents the set of trajectories of all users. Specifically, $\mathcal{G} = \{G^u_i\}_{i=1}^n$, where $G^u_i$ marks all the trajectories of user $u_i$, whose trajectory on a specific day $d_j$ is denoted as $G^u_i(t)$. A single trajectory is defined as a location-time function. For every time-stamp $t_k$ in $d_j$, $G^u_i(t_k) = s^u_k$, where $s^u_k$ is the user’s location in $t_k$, and we define $p_k = (s^u_k, t_k)$ as a space-time pair. Besides, we are only interested in the user-active time period during which a user is moving. Thus, we set $T(G^u_i)$ to represent the user-active time period of trajectory $G^u_i(t)$.

**Definition 1.** For two space-time pairs $p_k$ and $p_{k'}$, if $|s^u_k - s^u_{k'}| < \epsilon$ and $|t_k - t_{k'}| < \delta$, then $p_k, p_{k'} >$ is called as a pair of time-space cross point, where $\epsilon$ and $\delta$ are space and time restriction parameters, respectively. If there exists $p_k = (G^u_i(t_k), t_k)$ and $p_{k'} = (G^u_j(t_{k'}), t_{k'})$, where $< p_k, p_{k'} >$ becomes a pair of time-space cross points, we define user $u_i$ and $u_j$ encounter on day $d_j$.

Here, we use the spherical distance as the distance between two points because the location of space-time pairs are recorded as longitude and latitude coordinates. According to the definition, we can write an indicator function to describe the encounter of two users:

$$E_e(u_i, u_j, d_j) = \begin{cases} 1 & u_i \text{ and } u_j \text{ encounter on day } d_j, \\ 0 & \text{otherwise}. \end{cases}$$

Then we define the serendipity of two trajectories given the above definition of time-space cross points.

**Definition 2.** For a specific day $d_j$, if there exist two start times $t^j_1$ and $t^j_2$ for $G^u_i(\cdot)$ and $G^u_j(\cdot)$ satisfying $|t^j_1 - t^j_2| < \delta$ and for any moment $t \in [0, T_p]$, $T_p > 0$, we can ensure that $(G^u_i(t^j_1 + t), t^j_1 + t)$ and $(G^u_j(t^j_2 + t), t^j_2 + t)$ become a pair of time-space cross points, then:

- $(G^u_i(\cdot), G^u_j(\cdot))$ becomes a pair of serendipity trajectories; $T_p$ is called cross intervals, and the serendipity time is defined as the maximum of $T_p$, denoted as $ST(\cdot, \cdot)$:

$$ST(G^u_i(\cdot), G^u_j(\cdot)) = \max_{T_p} \{|T_p| \}

- The serendipity index of $(G^u_i(\cdot), G^u_j(\cdot))$ is

$$SI(G^u_i(\cdot), G^u_j(\cdot)) = \frac{ST(G^u_i(\cdot), G^u_j(\cdot))}{|T(G^u_i(\cdot)) \bigcup T(G^u_j(\cdot))|}$$

Figure 1 illustrates an example of a pair of serendipity trajectories, where the red dash circle marks the time-space
cross intervals. According to (2), if the serendipity index value \( SI(G_i^j(t), G_{i'}^j(t)) \) is large, then two users \( u_i \) and \( u_{i'} \) may stay or move close to each other on day \( d_j \) with a high probability. That is, they may have passed by each other for many times without a chance to make friends, and in this case, it is better to recommend them to know each other over the social network platform if the serendipity index tells that they may meet on the next day evidently.

Since two users may have different mobility patterns on different days, the event of encountering each other on the next day cannot be 100% guaranteed. Hence, we want to predict the probability of this event based on users' historical trajectory data. Define \( ESI(u_i, u_{i'}, d_j) \) as the expectation of the serendipity index (ESI) of \( (G_i^j(t), G_{i'}^j(t)) \), then we have:

\[
ESI(u_i, u_{i'}, d_j) = \int \int SI(G_i^j(t), G_{i'}^j(t)) \cdot P(G_i^j | G_{i'}^j, G_{i'}^j, \ldots, G_i^{j-1}) \cdot P(G_{i'}^j | G_i^j, G_i^j, \ldots, G_{i'}^{j-1})
\]

where

\[
P(G_i^j | G_{i'}^j, G_{i'}^j, \ldots, G_i^{j-1}) = \int_{t \in G_i^j} P((G_i^j(t), t) | G_{i'}^j, \ldots, G_i^{j-1}). \tag{4}
\]

According to (3) and (4), we can calculate the serendipity index of \( u_i \) and \( u_{i'} \) using the users' historical trajectory data, which gives us evidence to recommend potential friends for any user. Therefore, our goal is to list several candidate friends in the following day for a specific user where the group of candidate friends would have the greatest total ESI value with the given user. Then, we define the following serendipity maximization problem for friend recommendation.

**Problem 1.** For an ASN \( A = (U, D, G_U^D) \), given space and time restriction parameters \( \epsilon, \delta \) and an expected number of candidate friends \( K \), for any user \( u_i \in U \), find a subset \( U_i \subset U \) of size \( K \) with the greatest total expectation of serendipity index on day \( d \), i.e.

\[
\text{Maximize} \quad \sum_{u_{i'} \in U_i} ESI(u_i, u_{i'}, d)
\]

subject to \( U_i \subset U, |U_i| = K \).

**IV. Algorithms for Serendipity Maximization**

In the real world, a user’s trajectory during a day is not a continuous curve, but a series of location points, known as \( G_i^j(t), t = t_1, t_2, \ldots, t_l \), where \( l \) is the length of the series. We re-denote it as a vector:

\[
\tilde{G}_i^j = (\hat{p}_1, \hat{p}_2, \ldots, \hat{p}_l)
\]

The distance and time interval between two adjacent space-time pairs are different, and we assume that the trajectory between each two adjacent space-time pair is approximated to be a straight segment.

**A. Interpolation to a Trajectory**

The points in the original series are not distributed uniformly, and one possible solution is to do sampling on the entire trajectory. As the trajectory can be divided into several segments, we can use interpolation to get the series of points where we can draw a probability distribution. The space-time cross point \( p_x = (s_x, t_x) \) where \( \exists u \in U, t_x \in [t_u, t_{u+1}) \) can then be calculated by

\[
s_x' - s_x = \frac{t_x - t_u}{t_{u+1} - t_u} \cdot (s_{v+1} - s_v).
\]

The algorithm is shown in Algorithm 1.

**Algorithm 1 Interpolation for a given trajectory of discrete location points.**

**Function:** Interpolation()

**Input:** \( \tilde{G}_i^j, \delta \)

**Output:** \( \tilde{G}_i^j \)

1. \( p_0 \leftarrow \hat{p}_1 \)
2. for \( k \leftarrow 2 \) to \( l \) do
3. \( \Delta p \leftarrow \hat{p}_k - p_0 \)
4. if \( \Delta p < (\delta / 2) \) then
5. continue
6. end if
7. frac \leftarrow \lfloor \Delta p / (\delta / 2) \rfloor
8. for \( w \leftarrow 1 \) to frac do
9. \( \hat{p} \leftarrow \hat{p}/w \)
10. insert \( \hat{p} \) to \( \tilde{G}_i^j \)
11. end for
12. \( p_0 \leftarrow \hat{p} \)
13. end for

**B. Critical Points in A Trajectory**

With the interpolation, the trajectory is converted to a set of space-time points, named as trace-set and denoted as \( \tilde{G}_i^j \). Then we could rewrite Equation 3 in the following version:

\[
ESI(u_i, u_{i'}, d_j) = \sum_{\tilde{G}_i^j} \sum_{\tilde{G}_{i'}^j} SI(\tilde{G}_i^j(t), \tilde{G}_{i'}^j(t)) \cdot P(\tilde{G}_i^j | \tilde{G}_{i'}^j, \tilde{G}_{i'}^j, \ldots, \tilde{G}_i^{j-1}) \cdot P(\tilde{G}_{i'}^j | \tilde{G}_i^j, \tilde{G}_i^j, \ldots, \tilde{G}_{i'}^{j-1}). \tag{5}
\]
Given two trace-sets \( \tilde{G}^j_i \) and \( \tilde{G}^j_\ell \) where \( |\tilde{G}^j_i| = l_i, |\tilde{G}^j_\ell| = l_\ell \), according to (2), the time complexity to calculate \( SI(G^j_i(t), G^j_\ell(t)) \) is at least \( O(l_i \cdot l_\ell) \). Considering that we have to sample the possible trajectories, the time complexity to compute \( ESI(\cdot, \cdot) \) can be quite enormous, especially in reality where the scale of data may be fairly large.

Since the probability that two users will encounter with each other is not distributed uniformly in the whole geographic space, we can focus on those points with the maximal probability, named as critical points.

**Definition 3.** A space-time pair \( p_x = < s_x', t_x > \) is a possible point of \( u_i \) if \( \exists j \) that contains \( p_x \in \tilde{G}^j_i \). And for \( u_i \), we call \( p_x \) as a critical point if \( \exists i' \in [1,n] \) and \( i \neq i' \), there lies \( p_{x'} \) that is a possible point of \( u_{i'} \) while \( \langle p_x, p_{x'} \rangle \) is a pair of time-space cross point. Let \( C_i \) denotes the set of all critical points of \( u_i \).

Critical points help significantly reduce the amount of candidate space-time pairs. Implementing it in Equation 5, the time complexity is \( O(|C|^2) \). And considering we can use the time dimension information to do dynamic pruning, the complexity is lower in practical use. Therefore, the solution to Problem 1 can promise to finish for at most \( O(n(|C|^2 n + n \log K)) \).

### C. Time-sliced ESI Calculation

Since \( |C_i| \) can be more than \( 10^5 \) in reality, we propose the time-sliced algorithm to compute the time-sliced ESI (TS-ESI) to improve the time complexity. The algorithm requires us to set a time-sliced parameter \( \lambda \), which is used to segment the trace-set into several small trajectory slices. During each time slice, we only evaluate whether the encounter occurs between users with similar trajectories. The procedure is listed in Algorithm 2, where \( \tau \) represents the length of daytime.

There are some optimization strategies that can be applied in Algorithm 2. When trying to find the time-space cross-points, as shown in line 19, we can use binary-search to accelerate the procedure. Besides, pruning methods to avoid irrelevant points can also contribute to the algorithm’s efficiency. By utilizing these two strategies, the time complexity of the TS – ESI is lower than the origin \( ESI \). Based on the above procedures, the complete solution to Problem 1 is shown as a top-\( K \) friend recommendation method in Algorithm 3, which predicts a list of candidate friends that have similar trajectories with user \( u_i \in \mathcal{U} \).

#### V. EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of the proposed TS-ESI algorithm by examining whether the recommended friends will have a chance of encountering a given user in the future, over the real-world trajectory dataset of the social sports app.

### A. Dataset

The dataset used in our experiments is provided by a popular social sports app in China called Ledongli. Once users install this app on their mobile phones, the app will record their

---

**Algorithm 2** Calculate TS-ESI between two trace-sets.

**Function:** TSESI()

**Input:** \( C_i, C_\ell, \lambda, \tau \)

**Output:** TS-ESI

1: \( \chi \leftarrow \lceil \tau / \lambda \rceil \)
2: \( \text{res} \leftarrow 0 \)
3: for \( k \leftarrow 1 \) to \( \chi \) do
4: initialize \( \text{times}(k) \) as empty list
5: initialize \( \text{times}'(k) \) as empty list
6: end for
7: for \( p_x = < t_x, s_x > \) in \( C_i \) do
8: insert \( p_x \) into \( \text{times}(\lceil t_x / \lambda \rceil) \)
9: end for
10: for \( p_{x'} = < t_{x'}, s_{x'} > \) in \( C_\ell \) do
11: insert \( p_{x'} \) into \( \text{times}(\lceil t_{x'} / \lambda \rceil) \)
12: end for
13: for \( k \leftarrow 1 \) to \( \chi \) do
14: sort \( \text{times}(k) \) by location
15: sort \( \text{times}'(k) \) by location
16: end for
17: for \( k \leftarrow 1 \) to \( \chi \) do
18: for \( p_t \) in \( \text{times}(k) \) do
19: if exists \( p_t' \in \text{times}'(k) \) that \( \langle p_t, p_t' \rangle \) become time-space cross points then
20: \( \text{res} \leftarrow \text{res} + 1 \)
21: end if
22: end for
23: end for
24: TS-ESI = \( \text{res}/\tau \)

**Algorithm 3** Top-\( K \) friend recommendation for user \( u_g \)

**Function:** \( A = (\mathcal{U}, \mathcal{D}, G^j_{U_\ell}) \), \( u_g, K \)

**Output:** \( U_g \)

1: for \( u_i \in \mathcal{U} \) do
2: initialize \( C_i \) as empty set
3: for \( d_i \in \mathcal{D} \) do
4: \( \tilde{G}^j_i \leftarrow \text{Interpolation}(G^j_i) \)
5: \( C_i \leftarrow C_i \cup \tilde{G}^j_i \)
6: end for
7: end for
8: Let \( h \) be a minimum heap
9: for \( u_i \in \mathcal{U} \) do
10: if \( i == g \) then
11: continue
12: end if
13: calculate \( \text{esi} \leftarrow \text{TSESI}(C_i, C_g) \)
14: if \( \text{esi} > 0 \) then
15: insert \( (i, \text{esi}) \) into \( h \)
16: if \( h.\text{size} > K \) then
17: pop the front element of \( h \)
18: end if
19: end if
20: end for
21: Fill \( U_g \) with all elements in \( h \)
motion data every day, such as location, step count, etc. The app records motion data by sensors in smartphone, and if a user stays in the same place for a long time, the app will report the user’s location regularly, which makes sure our interpolation algorithm do not introduce large bias. Our dataset includes the anonymized data of 3000 active and representative users’ complete trajectories from July 20, 2016 to July 25, 2016 in Beijing, China.

- **Prediction step**: We use data in first five days to calculate TS-ESI and predict the list of friends to every user;
- **Evaluation step**: We use data in the last day as the test set (or the ground truth) to see whether the predicted list of friends to a given user will have a great chance of encountering the specific user, and how strong the serendipity index between them is.

### B. Metrics

Before analyzing results of the experiment, we introduce our metrics at first.

- **Precision and F1-score**: Precision is the fraction of retrieved instances that are relevant, and recall is the fraction of relevant instances that are retrieved, while F1-score considers both precision and recall, which is more convenient in comparison.
- **Mean Average Precision**: Mean average precision (mAP) is a metric in recommendation systems [15]. Average precision (AP) is defined as the average of the precisions of hits. In our case, if we give a list of recommended users with a size of \( K \), and take the top-\( K \) person \( u_i \) meet in \( d_j \) as the relevant set, then the AP of a top-\( K \) query will be:

\[
AP = \frac{1}{K} \sum_{i=1}^{K} \frac{H(u_i)}{i} 
\]

where \( H(u_i) = 1 \) when \( u_i \in \mathcal{U}_{\text{true positive}} \), otherwise \( H(u_i) = 0 \). And mAP is mean AP for all the nodes, which is a rank-related metric.

### C. Main Results

In the experiment, we set \( \delta = 1800 \) second, and considering Beijing is a big city with \( 1.641 \times 10^4 \) square kilometers, where we set \( \epsilon = 2 \) kilometer. We compare the following three algorithms on our dataset:

- **LCSS algorithm**. This is the proposed algorithm in [13] using LCSS which does not consider the time-domain similarity of two trajectories, which serves as the baseline algorithm in the experiment;
- **ESI calculation algorithm**. This algorithm calculates the ESI value without adding the time-slicing technique;
- **TS-ESI calculation algorithm**. The proposed algorithm uses time-slicing technique to accelerate the calculation of ESI.

#### 1) Runtime: Figure 2 shows the runtime of ESI and \( TS – ESI(\lambda = 0.5\delta, \delta \text{ and } 2\delta) \) when generating friend recommendation lists for all users. From this figure, we can see that ESI has good performance, and \( TS – ESI \) is the fastest algorithm owing to the time-slicing technique. Because the LCSS algorithm ignores the time-domain constraints, it consumes far more time than other methods. Considering that friend recommendation algorithms can be used in offline scenarios, the time complexity of \( TS – ESI \) is applicable.

#### 2) Precision and F1-score: Based on the data of first five days, given an algorithm, we can obtain a list of recommended friends that have a chance of encountering any user \( u_i \) on the 6-th day.

Table I shows average F1-score of the results, which are satisfying in consideration that users may move around the city randomly. We can observe that the \( TS – ESI \) algorithm has best performance when \( \lambda = \delta \), in which case both the \( TS – ESI \) and ESI have much better performance than LCSS.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCSS</td>
<td>0.196</td>
</tr>
<tr>
<td>ESI ( (\lambda = 0.5\delta) )</td>
<td>0.428</td>
</tr>
<tr>
<td>TS-ESI ( (\lambda = \delta) )</td>
<td>0.152</td>
</tr>
<tr>
<td>TS-ESI ( (\lambda = 2\delta) )</td>
<td>0.452</td>
</tr>
</tbody>
</table>

In practical scenarios, the ASN platform may recommend a list of candidate friends to a user, and thus examine the accuracy of the top-\( K \) recommendation. Figure 3 shows the average precision of top-\( K \) recommendation among all 3000 users in the dataset, and from the results we can see that when we require a recommendation list with less than 30 candidates, the average precision of ESI and \( TS – ESI(\lambda = \delta) \) are both over 50\%, while the LCSS algorithm produces a precision around 13\%. When we require a recommendation with only top-5 candidates, the precision under ESI and \( TS – ESI(\lambda = \delta) \) can be up to more than 60\%.

#### 3) Mean Average Precision: Figure 4 presents the mAP of top-\( K \) friend recommendation. We can observe that when \( K < 12 \), the ESI has a better performance in mAP, otherwise the \( TS – ESI(\lambda = \delta) \) performs better. This may be attributed to the fact that when \( K \) increases, the precision of ESI can be easily tampered by outliers. Figure 5 shows the distribution of mAP when \( K = 15 \), where both ESI and TS-ESI methods...
have a good performance in mAP, while $TS - ESI(\lambda = \delta)$ performs better.

In sum, the $TS - ESI(\lambda = \delta)$ performs better both in runtime and precision, because $TS - ESI$ reduces its sensitivity to outliers and can better characterize the statistics of users’ mobility patterns. And $TS - ESI(\lambda = \delta)$ performs much better than $TS - ESI(\lambda = 0.5\delta)$ and $TS - ESI(\lambda = 2\delta)$, because when $\lambda = 0.5\delta$, too much eligible pairs have been ignored while too much ineligible pairs have been included when $\lambda = 2\delta$.

VI. CONCLUSION

In this paper, in order to design a better friend recommendation algorithm in ASNs, we investigate the problem of predicting whether two users will encounter in the future by analyzing their historical fine-grained trajectory data. We formulate a serendipity maximization problem that seeks to maximize the likelihood for two users to encounter with each other. Specifically, we define the serendipity of two trajectories in both spatial and temporal domains to quantify the similarity between two users’ trajectories, and propose a time-sliced expected serendipity index algorithm for calculating the similarity of the trajectories between a user and the list of recommended candidate friends. Experiments over a real-world dataset collected from a social sport app show that the proposed algorithm outperforms existing approaches the precision and the runtime.
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